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Abstract. We describe amteractivesystem to reconstruct 3D geometry and
extract textures from a set of photographs taken with arbitrary camera parame-
ters. The basic idea is to let the user draw 2D geometry on the images and set
constraints using these drawings. Because the input comes directly from the user,
he can more easily resolve most of the ambiguities and difficulties traditional
computer vision algorithms must deal with.

A set of geometrical linear constraints formulated as a weighted least-squares
problem is efficiently solved for the camera parameters, and then for the 3D ge-
ometry. Iterations between these two steps lead to improvements on both results.
Once a satisfying 3D model is reconstructed, its color textures are extracted by
sampling the projected texels in the corresponding images. All the textures asso-
ciated with a polygon are then fitted to one another, and the corresponding colors
are combined according to a set of criteria in order to form a unique texture.

The system produces 3D models and environments more suitable for realistic
image synthesis and computer augmented reality.

1 Introduction

Realism in computer graphics has greatly evolved over the past decade. However very
few synthetic images simulating real environments can fool an observer. A major dif-
ficulty lies with the 3D models; creating realistic models is an expensive and tedious
process. Unfortunately the growing need for this level of accuracy is essential for real-
istic image synthesis, movie special effects, and computer augmented reality.

One attractive direction is to extract these models from real photographs. Although
two decades of computer vision research has led to important fundamental results, a
fully automated and reliable reconstruction algorithm in general situations has not yet
been presented, at least for 3D models satisfying computer graphics general require-
ments. Misinformation in computer vision algorithms resulting from false correspon-
dences, missed edge detections, noise, etc. can create severe difficulties in the extracted
3D models. We base our premise on the fact that the kisewswhat he wants to
model, and within which accuracy. He can decide what must be modeled by geometry,
and what could be simulated by a simpler geometry with a texture applied on it. To
provide this functionality, we developed a fully interactive reconstruction system.

Getting an accurate 3D model requires the solution of several problems, which are
all interrelated. We must first compute correct camera parameters, and then use the
cameras and constraints to reconstruct the 3D geometry. After discussing some related
work, we outline our geometry reconstruction system. A set of correspondences and
incidences result in simple and efficient linear constraints. Although these constraints
are not new, the improvements obtained in accuracy and speed demonstrate the impor-
tance of considering all of them together. User intervention at every step of this process,
results in more satisfying general reconstructed 3D models.

Simple 3D geometry will be effective only with good quality textures. We focus



in Section 3 on a more complete, view-independent, treatment of textures. Textures
are extracted for each 3D geometry from all images it projects to.b€kttexels (2D
texture elements) are then combined into a single texture according to various criteria
including visibility, projected areas, color differences, and image quality.

By solving accurately each problem, we will better understand the robustness, sta-
bility, and precision of our techniques. It should become easier later on to extend our
interactions with more automatic computer vision and image processing techniques in
order to alleviate some of the more cumbersome and tedious tasks, while keeping user
intervention where required. The results of our system should help us create more
precise textured synthetic models from real 3D objects in less time than current 3D
modelers, and more robustly than fully automated geometry extraction algorithms.

2 Extracting 3D Geometry

Twenty years of active research on 3D reconstruction from 2D images in computer
vision and robotics have left a considerable legacy of important results [12, 6, 5].

The first problem to address concerns camera calibration, i.e. computing camera
parameters. This is a difficult and unstable process often improved by the use of spe-
cific targets. By putting in correspondence points or lines between images, it becomes
possible to calibrate cameras. Similarly with known camera parameters, one can recon-
struct a 3D scene up to a scale factor [4]. In these classical approaches, segmentations
and correspondences are automatically determined. One typical example of the results
obtained by these approaches was recently presented bgt3atfi9].

A few recent projects such as REALISE [3, 16hcade[1], PhotoModelef16],
and AIDA [21] propose to integrate more user intervention into the reconstruction pro-
cess. They are derived from projective geometry [13], and are applied to the reconstruc-
tion of man-made scenes from a set of photographs and correspondences.

REALISE [3, 10] integrates user intervention early in the correspondence process,
letting the user specify the first correspondences, and then returning to a more classical
approach to identify automatically most of the other correspondences. The more stable
initial solution greatly helps to reduce the errors of subsequent iterations. Nevertheless
the same errors of fully automatic systems can still occur, and the user must then detect
and correct the origin of the errors, which is not a simple task as the number of automatic
correspondences increases.

Facade[1] develops a series of parameterized block primitives. Each block encodes
efficiently and hierarchically several constraints frequently present in architectural de-
sign. The user must first place the blocks with a 3D modeler, and then set correspon-
dences between the images and these blocks. Non-linear optimization of an objective
function is then used to solve for all these constraints. The system has proven to be
quite efficient and provides precise 3D models with little effort. However it requires the
user to build with the blocks the model he wants to reconstruct. We believe this might
be more difficult when general 3D models cannot be as easily created with these blocks.

PhotoModelef16] is a commercial software for performing photogrammetric mea-
surements on models built from photographs. Once the camera is calibrated, the user
has to indicate features and correspondences on the images, and the system computes
the 3D scene. The models obtained appear quite good, although it seems to be a lengthy
process (they reported a week for a model of 200 3D points) which uses images of
very high resolution (around 15 MB each). We also noticed many long thin triangles
and gaps in some of their models. The system can apply textures coming from the
photographs but does not seem to perform any particular treatment since the shadows,



highlights, etc. are still present. No details are provided on the algorithms used.

The AIDA system [21] is a fully automatic reconstruction system that combines sur-
face reconstruction techniques with object recognition for the generation of 3D models
for computer graphics applications. The system possesses a knowledge database of
constraints, and selects the constraints to apply to the surface under reconstruction after
performing a scene interpretation phase. We believe it might be safer, less cumber-
some, and more general to let the user choose which constraints he wants to apply to
its 3D primitives rather than letting the system pick some constraints from a knowledge
database created specifically for the type of scene to reconstruct.

For these reasons, we introduce a system essentially based on user interaction. The
user is responsible for (almosyerything but also has the control on (almostjery-
thing. This should provide a comprehensive tool to improve on the modeling from real
3D objects and on the computer graphics quality of these 3D models, while offering the
opportunity to focus on the details important to the designer.

2.1 Our Reconstruction System

System Overview. We have developed dnteractivereconstruction system from im-
ages. The images define the canvas on which all interaction is based. They can come
from any type of cameras (even a virtual synthetic camera) with any settings and posi-
tion. The usedrawspoints, lines, and polygons on the images which form our basic 2D
primitives. The user interactively specifies correspondences between the 2D primitives
on different images. He can also assign other constraints between reconstructed 3D
primitives simply by clicking on one of their respective 2D primitives. These additional
constraints include parallelism, perpendicularity, planarity, and co-planarity.

At any time, the user can ask the system to reconstrucbatputableeameras and
3D primitives. The reconstructed 3D primitives can be reprojected on the images to
estimate the quality of each recovered camera and the 3D primitives. The user then
has the choice to iterate a few times to improve on the mathematical solution, or to
add new 2D primitives, correspondences, and constraints to refine the 3D models. This
process, illustrated in Fig. 1, demonstrates the flexibility and power of our technique.
The 3D model is reconstructed incrementally, refined where and when necessary. Each
error from the user can also be immediately detected using reprojection. Contrarily to
Debeveeet al.[1], the user does not create a synthetic model of the geometry he wants
to recover, although the reconstructed 3D model can as easily be used to establish new
constraints between 2D and reconstructed 3D primitives.

Each image thus contains a set of 2D primitives drawn on it, and a camera com-
puted when the set of resolved constraints is sufficient. To bootstrap the reconstruction
process, the user assigns a sufficient number of 3D coordinates to 3D primitives via one
of their corresponding 2D primitives. For instance, six 3D points in one image allow
the computation of the corresponding camera. Once two cameras are computed, all
3D geometry that can be computed by resolving the constraints is reconstructed. With
the assigned and the newly computed 3D values, the constraints are resolved again to
improve the reconstructed cameras. This process iterates until no more constraints can
be resolved, and the 3D geometry and cameras are computed to a satisfactory preci-
sion. Typically, a convergence iteration solving the equation systems for computing all
the cameras and 3D positions takes between 0.05 and 2 seécdedsnding on the
complexity of the scene (50 to 200 3D points) and the constraints used.

lon a 195 MHz R10000 SGI Impact with unoptimized code
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Fig. 1. Geometry reconstruction process

All our constraints are expressed as linear equations, typically forming an over-
determined set of equations. A least-squares solution to this system is computed by
singular value decomposition [17]. We use this solution for the unknown camera param-
eters, and the unknown 3D coordinates of points and lines. &gartcorrespondence
is hardly achievable by drawing 2D points on the image plane, we computeetie
camera parameters in the least-squares sense. Hartley [7] demonstrate simple condi-
tions under which linear systems of equations used to determine the camera parameters
are as precise as their non-linear counterparts. Moreover this technique is simple to im-
plement, efficient, general, always provides a solution, and we observed that it is more
robust than the non-linear systems.

Geometrical Considerations. We express the geometrical constraints in our system

as a set of incidences onto 3D planes. We model the perspective projection associated
with each image with @ x 4 transformation matrix [18]. This matrix is sufficient

for our purposes because we do not intend to extract real camera parameters. A 3D
point P expressed in homogeneous coordinates is transformédifiyp a normalized
homogeneous 2D poipton the image plane as
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In projective geometry, a 2D poipton an image defines a line in 3D. Any poifiton
this 3D line projects ont@. A 3D line can be defined as the intersection of two 3D
planes. We define two orthogonal plangsand A, such that they respectively project
as horizontal and vertical 2D linég andi,, intersecting at poing on the image plane.
This is illustrated in Fig. 2 (left). We compute the pladethat contains the 2D line
(a, b, c) and its 3D corresponding line as
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A:[(l b *x C]T:

A3DpointP liesonaplaned=[a b ¢ d ]T whenA - P = 0. For the plane
Ay, defined by the 2D liné;, asv = p, in Fig. 2 (left), the constraint such that the 3D
point P lies on this plane is satisfied when

Ah-P:[ 0 1 % —py ]TP:O
that can be rewritten as
PI(T4 _va8) + Py(T5 _vaQ) + PZ(TG - valo) =Dv — T7- (1)



Fig. 2. Constraints for point position (left) and line correspondences (right)

Similarly the 3D pointP lies on the vertical pland,, defined by the 2D line = p,, if
P, (To — puT3) + Py(Th — puTy) + P:(T> — puTi0) = pu — Ts. (2)

Each 2D point with a known 3D position thus provides two equations. If we want
to solve for the eleven unknowr#§ of our projection matrix, we need a minimum
of six such points. Although less correspondences could resolve a non-linear system
of equations [11], we consider finding six points in one image into which we want to
reconstruct geometry not to be an overwhelming request. Once the cameras for two
images are recovered in this way, it becomes possible to compute the position of a 3D
point given its two projected 2D points in the images using Eqg. (1) and (2).

In the case of 3D lines, any pair of 3D poirf’s and P, (P, # P») satisfying the
conditionA - P = 0 defines a 3D line o, the plane going through the 3D line and
its projection/. We represent a 3D liné by using thepoint-formmatrixL, a4 x 4
antisymmetric matrix containing the si¥diicker coordinatef20] of the line. With this
representatiori, lies onA when
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where for any two point®;, andP», we haveP,, = x1y> — zay1, Pr = x1 — 22, etc.

By isolating the six Rlcker coordinates, we obtain four constraints for each plane
going through the 3D line. With more than one plane, we can determine the line in a
least-squares sense as illustrated in Fig. 2 (right).

Additional 3D Constraints. Most man-made scenes exhibit some form of planarity,
parallelism, perpendicularity, symmetry, etc. Using correspondences only, reconstructed
geometry often does not respect these properties, which can lead to objectionable ar-
tifacts in the reconstructed 3D models. It is therefore very important to integrate this
type of constraint in a reconstruction system. They are unfortunately difficult to detect
automatically, as perspective projection does not preserve them in the image. The user
can however very easily indicate each such constraint directly onto the images. They
are integrated into our convergence process by adding equations to the system of lin-
ear equations used to compute 3D coordinates. Although they are not strictly enforced
because they are simply part of a least-squares solution, they often result in more satis-
fying 3D models especially with respect to the needs of computer graphics models.
Coplanarity: A planar polygon with more than three vertices should have all its
vertices on the same planke For each polygon with 3D verticdd, we add glanarity



constraintof the formA - P; = 0 that will be used during the computation of eaéh
Polygons, points, and lines can also be constrained to lie on the same supporting plane.

To compute thispland =[a b ¢ d ]T, the user can specify a normal direction

N=[a b c ]T. We compute thdestvalue ford by using the known 3D points.

If there is no information about the plane orientation, we computbdséplane in the
least-squares sense, that passes through at least three known 3D points of the coplanar
primitives, and apply the same constraint.

Parallelism: Similarly, several polygons and lines can be parallel to each other,
providing additional constraints. For each polygon, we get its orientdfioftom its
plane equation, if available. These orientations allow us to calculate an average orien-
tation N,,,, that will be attributed to all the parallel polygons, even those for which no
orientation could be first calculated.@anarity constrainis added to the computation
of the polygons 3D points. For parallel lines, we compute their average direction.

Perpendicularity: If the normalsN,.,, to perpendicular polygons are known, we
can add other constraints for the computatiom\gf,. Two perpendicular polygons
have perpendicular normals, thus for every polygon orthogonal to a set of parallel poly-
gons, we hav&V,e,p - Ngyg = 0.

Many other constraints should be exploit&ymmetryould constrain characteris-
tics such as lengths or angleSimilarity between models could specify two identical
elements at different positionkicidenceof points and lines can be extended to differ-
ent primitives. These are only a few of the constraints we observe in 3D scenes.

Each basic constraint described above can be used as a building block for more
elaborate primitives. A cube for instance becomes a set of planar faces, with perpendic-
ularity and parallelism between its faces and segments, and constrained length between
its 3D vertices. Rather than letting the user specify all these constraints, a new primitive
for which all of these are already handled represents a much more efficient tool for the
user. These new primitives can be described in a library of primitives organized hierar-
chically. Debeveet al.[1] shows how this representation can also reduce significantly
the number of constraints to resolve.

We can also weight the contributions of the constraints depending on their impor-
tance in the current reconstruction. The default weights assigned to each type of con-
straint can be edited by the user. The resolution of our equation systems is simply
extended to a weighted least-squares.

2.2 Results of Geometry Reconstruction

To evaluate the precision and the convergence of our iterative process, we constructed
a simple synthetic scene made of seven boxes. Five images of res@dion400

where rendered from camera positions indicated by the grey cones in Fig. 3 (left). 2D
polygons were manually drawn and put in correspondences within 60 minutes on a 195
MHz R10000 SGI Impact. The 3D coordinates of six points of the central cube on the
floor were entered to bootstrap the system. The three curves in Fig. 3 (right) represent
the distance in world coordinates between the real 3D position of three points in the
scene ((-2,3,0),(0,2,-2),(1,2,-2)) and their reconstructed correspondents.

200 iterations without any constraints other than the point correspondences took
about 5 minutes. We then applied successively the constraints of planarity, coplanarity,
and parallelism between all the 3D polygons. Calculating all these constraints typically
adds a few tenths of a second per iteration depending on the complexity of the 3D scene.

The three curves reach a plateau after a certain number of iterations. This does not
mean that the 3D model is then perfectly reconstructed, but rather that the solution is
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Fig. 3. Reconstruction of a synthetic scene

stable and should not change significantly with more iterations. When we introduce
the planarity and then the coplanarity constraints for individual polygons, the points
move slightly. In this scene where parallelism is preponderant, the addition of this last
constraint improves significantly the reconstruction for all three points, which is shown

by the drop of all three curves after iteration 300. The introduction of a new constraint
can sometimes perturb the whole system, affecting more the less-constrained elements
as demonstrated by the sudden spike in curve 2. In most observed cases, the system
quickly returns to an improved and more stable state.

In Fig. 3 (center), we reproject in wireframe mode the reconstructed model using
the computed camera from one of the original images. Distances between the 2D drawn
points and the reprojected reconstructed points all lie within less than one pixel from
each other. When 3D constraints are used to improve the model, this distance can reach
up to two pixels. The 3D scene then corresponds more to reality but does not fit exactly
the drawn primitives when reprojected with the computed projection matrix. The con-
straints thus compensate for the inaccuracy introduced by the user interaction or by the
primitives far from the entered coordinates. Because the user draws 2D primitives at
the resolution of the image, getting a maximum of two pixels is considered satisfactory.
Sub-pixels accuracy is obtained if these primitives are drawn at sub-pixel precision, but
this lengthen the user interaction time.

3 Extracting Texture

Textures have been introduced in computer graphics to increase the realism of synthetic
surfaces. They encode via a surface parameterization the color for each point on the
surface. While the contribution of textures to realism is obvious, it is not always easy
to extract a texture from real images. One must correct for perspective foreshortening,
surface curvature, hidden portions of the texture, reflections, shading, etc. All these lim-
itations have restricted the type of extracted real textures. However our reconstructed
geometry and cameras provide a great context within which we can extract these tex-
tures.

Most current approaches are based on view-dependent textures. Hatat§)
use the projection of the 3D primitive in all the images to determinebdssource
image for the texture. Then we apply to the texture the 2D transformation from the
projected polygon in this best image, to the projected polygon in the image from a new
viewpoint. Unfortunately, this 2D deformation of the texture is invalid for a perspective
projection, and prone to visibility errors.

Debeveet al.[1] reprojects each extracted texture for a given primitive as a weighted



function based on the viewing angle of the new camera position. The technique pro-
vides better results with view-dependent information. However, neglecting the distance
factor in the weights can introduce important errors, and aliasing can appear from the
use of occlusion maps. Moreover all the textures must be kept in memory as potentially
all of them might be reprojected for any new viewpoint.

Niem and Broszio [14] identifies the best image for an entire polygon (according to
angle and distance criteria), and samples the texture from this image. Because adjacent
polygons can have different best images, they then proceed to smooth out the adjacent
texels, possibly altering the textures.

In our system, a texture is extracted upon user request for a given primitive project-
ing in a number of images. The texture is the result of recombining the estitnaséd
colors for each point of the surface projected in each image. Even though extracting a
single texture is prone to errors as will be discussed later, it is more suitable for general
image synthesis applications such as applying it to different primitives, filtering, and
use of graphics hardware.

3.1 Sampling Colors from Images

Assume a one-to-one mapping between every point on a primitive and its surface pa-
rameterization. We reconstruct the texture as a regular grid of 2D texels from a sampling
of this parameterization.

Each texture points( t) on the surface maps to a 3D point. For each image with
a computed projection matrix, we can easily find the 2D point corresponding to the
projection of the 3D point. Therefore each 3D point on the surface goes through the ex-
traction pipeline of Fig. 4 to determine its color as viewed from each computed camera.
These colors are then recombined according to a set of criteria to determine the final
color associated with this point.

Projection Combination

(rgb)

Fig. 4. Texture-to-color extraction pipeline

3D primitives and cameras are reconstructed as least-squares solutions from drawn
2D primitives. The precision is considered acceptable for 3D models, as demonstrated
by the results of the previous section. However the small variations from one image
to the other, or assuming a surface is perfectly planar while it is not can slightly affect
the alignment of the corresponding extracted texture in each image. Matching directly
each texel in the set of extracted textures thus tends to produce aliasing artifacts, or
blurry textures if a wider filter is used. User intervention again allows the correction of
these errors. For each extracted texture, the user selects (draw) a few (three to six) 2D
feature points in all the corresponding extracted textures. They create a set of 2D-to-2D
correspondences. A linear transformation of the form

My M, M,
Ms My M;
0 0 1




is solved again using a least-squares method in order to find a transformation to better
fit two textures together.

We reconstruct the color of a 3D point by applying a filter kernel on the neighboring
pixel colors at the 2D point it projects to. We can also improve on the texture definition
by supersampling each texel, i.e. by using more samples to represent the texel color.
Each such sample is weighted by the filter kernel on the texel. As the texture space can
be very different than the 3D surface space, we adaptively supersample the texels for
which adjacent samples project to more distant?) pixels. This adaptive sampling
scheme can also be used to determine the finest texture resolution required according to
the projection of the 3D primitive in all the images.

3.2 Occlusion

For a given 3D point, its projection in one image will most likely be a visible point
because the user drew its supporting 3D primitive as a corresponding 2D primitive on
the image. However some portion of the 3D primitive might be blocked by another 3D
primitive closer to the image plane, thus leading to an incoherent color.

A simple test determines the zone with an occlusion risk by intersecting the 2D
primitive with all 2D primitives on this image. If there is intersection, we must de-
termine the 3D intersection between the corresponding 2D point on the image (two
planes) and the potentially occluding 3D polygon (a third plane). If there is intersection
and the depth is smaller than the one of the 3D point, we simply mark this occluded
color sample as invalid.

3.3 Weighting the Contributions for the Final Color

We extract a color for each texel in each image. The final color for this texel must be
computed from these colors.

The size in pixels of the texel projected in the image is a good indication of the
quality of the color extracted for this texel. The larger the projected area of a texel, the
more precise the texture should be. Therefore, for all the valid colors of a given texel,
we weight its color contribution as a relative function of the projected areas of the texel
in all selected images.

Ofeket al.[15] stores each pixel in each image intmgmap[22] pyramidal struc-
ture for the texture. Color information is propagated up and down the pyramid, with
some indication o€ertaintyaccording to color variations. The structure fits each texel
to the image pixel resolution, thus adapting its processing accordingly. However unless
very high resolution textures are required, we believe the extra cost of propagating the
information in the pyramid and the inevitable loss of information due to the filtering
between levels might not be worth the savings.

Our solution is simple, but might require sampling many texels projecting within a
small fraction of a pixel area. However all information is kept at the user-specified texel
resolution, and as such, we get much flexibility in ways of interpreting and filtering the
information. It is also fairly simple to integrate various new criteria to improve on the
process of combining the extracted texels.

3.4 Color Differences

Unfortunately we must be aware that several situations might invalidate any such tex-
ture extraction algorithm. Any view-dependent feature that changes the aspect (color)
of a 3D point as the camera moves might be a source of errors. These include specular



reflections (highlights), mirrors, transparencies, refractions, ignored surface deforma-
tions (sharp grooves and peaks), participating media, etc. Without user intervention, a
combination of thesartifactscan hardly be handled automatically.

When one color at one texel is very different than the others for different images,
we simply reject its contribution, assuming it was caused by view-dependent features
or noise in the image. When all the colors are very different from each other, we simply
mark this texel as invalid. We will discuss in the conclusion how these differences could
be used to extract such view-dependent information.

The color of a pixel at silhouettes and edges of polygons includes not only the texel
color, but also background and other geometry colors. Camera registration errors also
introduce slight misalignments between the reconstructed 3D primitive and each 2D
primitive it should project to. We again simply mark such a texel as invalid.

We therefore end out with an extracted texture with some undefined texel colors.
Fortunately, these typically represent a small portion of the entire texture. We currently
fill in these texels by applying a simple filter, although sofifiexg algorithms have
proven to be quite efficient [9]. They should be even more effective for gaps as narrow
as those observed so far in our tests.

3.5 Results of Extracted Textures

The quality of extracted textures is really important for computer graphics applications.
To demonstrate the quality of our sampling approach, we reconstructed a simple scene
from four photographs of a real scene displayed in Fig. 5 (left). Each photo is digitized
at a640x 480 resolution. 2D polygons were drawn by the user for five faces of the Rubik
cube, the cover of the magazine, and the top and one face of the book. The 3D positions
of 8 corners of the cube were enteredbtmtstrapthe projection reconstruction, and the
cover and book 3D geometry have been reconstructed from point correspondences and
polygons planarity. The entire process took less than 10 minutes.

The four corresponding extracted textures are displayed in Fig. 5 (center). Each
texture was sampled at a highg20 x 400 resolution, one sample per texel, without
filtering or supersampling. The black cut to the right of the top right texture is due to
the book occluding this part of the texture in the corresponding photograph.

COMEU
GRAPHI

Fig. 5. Four images and the extracted textures

A zoom on theGR in Fig. 5 (top right) shows the ghosting of the default recon-
struction and the improvements after texture alignments by the user using four feature
points. Although one texture was partly occluded, its valid texels were used to recon-
struct the combined final texture. The final recombined texture with samples from all



extracted textures (except for occluded parts) is displayed as the larger front cover in
Fig. 5. One can observe the quality of the reconstruction on the title of the magazine.
Color plates of two reconstructed scenes with geometry and textures appear in the
Color Section. All photos have@t0 x 480 resolution. The tower took about 6 hours
to reconstruct from a set of ten photos. 400 convergence iterations led to the model
which contains over a hundred 3D polygons. The desk scene was made from a set of
six photos in about 3 hours. It was greatly improved by the use of constraints which
corrected the slanted surfaces due to the distance from the small reference primitive
(entered coordinates of the Rubik cube corners). The space constraints and image re-
production limitations do not demonstrate well the quality and problems of reconstruc-
tion algorithms. We invite the reader to visit the site associated with this paper from
http://www.iro.umontreal.ca/labs/infographie/papers to better appreciate
additional images, 3D models, and textures.

4 Conclusion

We have presented a simple algorithm to register cameras and reconstruct 3D geometry
from a set of 2D primitives drawn directly by a user on 2D images. Various correspon-
dences and linear constraints are introduced to improve on the 3D model accuracy. Our
system permits user interaction at every stage of the iterative process. Because the user
specifies all geometry, correspondences, and constraints, the reconstructed 3D models
are better adapted to general graphics requirements.

We presented an algorithm to extract the textures for a polygon and to combine their
colors into a unified texture. When the color differences are too large, these colors are
simply rejected. Missing information can be replaced by a filling algorithm.

While the results are very encouraging and already satisfying for many scenes, we
have merely scratched the surface of all the possibilities. Our interactive system is
rather basic, and it would greatly benefit from a better interface, standard 2D interactive
editing tools, and efficient vision tools. These improvements combined with a tool to
detect potential correspondence errors would dramatically reduce modeling time.

We are currently investigating the extraction of surface reflection properties from
the radiance [2] differences at each texel. As the number of images necessary to extract
a precise reflection model can be fairly large, we must extend our user-driven scheme
to model-tracking in video sequences. With known geometry and emission of light
sources, we can easily determine the regions in shadow from one light source. This di-
rect illumination is very important to extract reflection properties. Once a first estimate
of this information is computed, we will again use an iterative process to try to extend
this solution to interreflections in the scene.

Our extracted geometrical models are fairly simple and mostly polygonal. We are
also investigating a more automatic reconstruction of complex geometry in a form of
displacement textures applied on simpler enclosing primitives.

We finally expect to develop bounds on the precision of the extracted 3D points,
surface normals, colors, reflection coefficients, illumination, etc. These bounds would
then provide a measure of the accuracy of the extracted information.

Acknowledgments. Pat Hanrahan provided very importantideas at the early stages of
this project while the first author was a postdoc at Princeton. Craig Kolb also helped
with the first implementation. We acknowledge financial support from NSERC. The
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