1: Introduction

Shading and shadoware determined by the characteristics of the surfaces, the
distance of the object with respect to the light source and the viewer, the orientation of the
object, and the properties of thght sources. These aspects assential taherealism of
images. Mst of thepreviouswork has been involved in dealing witloint and directional
light sources. Howevemany light sources are nowvell approximated by point and
directional lights. It becomes then important to reritlereffects of linear andrea light
sources. Tanaka and Takahashi [1] extended the illumination model fodigheaources
of Poulin and Amanatidg®] for perfectly diffusing polygonal lightourcegLambertian
cosine distribution). They implemented the Phong shading model and then transformed the
light sourcedrom Cartesian coordinasystem to polacoordinatesystem tacompute the
specular reflection. This allowed pyoduce moreealistic scenes as polygonal lights can

more closely approximate real light sources.

In this report, section 2 reviewshe previouswork on illumination models,
including point, directionallinear, andarealight sources. The ardaht sourceshading
model proposed by Tanaka and Takahgkhis studied andmplemented irsection 2.2.

Six resulting imageare presented. In their paper, no shadows were computed. Section 3
presents related algorithms on shadow determinatiomtAiive way to approximate the
shadowing effects afhe linear orarealight sources is to usmany point light sources.
Unfortunately,aliasing problems arise wheao few pointlight sources are used, or the
computation becomeso expensive whemany pointlight sources are used. The perfect
solution consists iglipping thelight by the projections oéll the objects between the light

and the point to shade. The intensity is therefore calcutetigdor thevisible parts of the

light. However, this process is fairly expensive and depends on the scene complexity.



After describing other shadowing algorithms presented in section 3 a new
algorithm based on shadow mapsisposed. Thaletailsare given in section 4. The
advantages and disadvantagesoaf approach are compared to otheshadowing
algorithms, especiallghadow map-based algorithms. Performance evaluation is discussed

in section 4.5. Section 5 concludes and discusses extensions of our work.
2. Shading Algorithms

We usuallysimplify the light reflection off a surface inttwo components : itfluse
and specular. Thdiffuse reflection at @ertain point depends on tireensity ofthe light
source, the diffuse reflection coefficient of the surface, and the angle beheedirection
of thelight source to the point and the surfae®mal. The specular reflectiowhich can
be observed oshiny surfaces as highlights, dependstba intensity ofthe light source,
the speculareflection coefficient othe surface, and trengle betweethe direction of
reflection andhe viewpoint direction.Both ofthem must be modeled tweaterealistic
images. (Figure 1) Phong [3Blinn [4], and Cook and Torrancd5] proposedearly
diffuse and specular shading modelscomputer graphicsMany more sophisticated

models have been presented since them.



2.1 Linear Light Sources

Verbeck and Greenberg [6] were among the first oné®td exended (linear and
polygonal) lightsourcesThey simply distributed a number of points the light source,
replacingthe behavior ofthe extendedight by the sum of the contributions okevery
points. The results are proneadlasingand can be computationally expensive. Nishita et
al. [7] derived an analyticadolution for thediffuse reflection of surfacedluminated by
linear light sources. In theisystem, for faster computation, each linkght source is
classified intoone of three categories with respect to the point to shaaialel,
perpendicular, or skewedwo analyticalsolutions are derived for thgst and second
cases. For the skewed case, theegration of thediffuse reflection is done by
transformingthe coordinatesystem and integrateaumerically. However, the specular
reflection is only handled as a seriegpofnt light sources. Therefore, tteame sampling

problems as above arise here.

Poulin and Amanatidegl?] chosePhong's model tamplementspecular reflection
caused by hear light sources because of itelative accuracy with reality and the
possibility tocompute and integrate a@nalytically at amoderately lowcost. They deal
with specular reflection by transforminige light source to a coordinawystem different
from the one used fadiffuse reflection and by approximatirige resulting integral with

Chebyshev polynomials.
2.2 Polygonal Light Sources
In [1], an analytic solutiowas presented to determitiee diffuse and specular

components of surface reflection whilaminated by anmarealight source. The solution

assumes a Lambertian emitting polygonal light source and integrates Phong's reflection.



The model in Nishita and Nakam{®] is used to integrate thaiffuse term. For
the specular term, the equation in Phong's model is used because the specular reflectivity is
rotationally symmetrical tdhe mirrorreflectionvector of theviewer's directionVector
Vr). To simplify the speculareflection equationthe Cartesian coordinatgystem is
transformed to the polaystem and/ector Vr ischosen as the newakis. A unit sphere
whose origin ighe point to shade and of unit radius is constructed. Thepadllggonal
light source is projected ttnis sphere and triangulated byeatcircles to determine the
area of integration. The coordinate system is rotated around the Z axis to obtealudise
of anglesfor integrating areas in the polar coordinatstem.Finally, the integrand is
approximated by using Chebyshev polynomials whighintegrate@nalytically. Ifregular
samplesare taken on the curv€hebyshev approximation &ssured to return the best

(min-max) polynomial for a given polynomial degree.

This approach produces botliffuse and specular reflections and it ggemerate
images that@are more photorealistic than previous methods. Figures 2, 3, 4, and 5 are
images generated by this method. Figure 2 (a) and (b) shows an office scene illuminated by
an aredight sourcefrom different viewpoints.Highlight positions changed because they
depends on thangle betweethe light source and theiew point. Figure 3 andigure 4
show how the sharpness apecularly reflected light is controlled ke surface
roughness. \th a higher coefficientthe surface becomes smooth{#gss rough) and
therefore the shape of the pentagdiggit andstar-shapetight can be observed from the
image. Figure 5 shows a scene wlthee objects. The surface roughness aad angle
are changed to demonstrate the result. Tleegerimental resultshow that specular

reflection is essential for photorealistic rendering.



3: Shadowing Algorithms

All theimagespresented in Section 2(Eigure 2, and 5) have no shadows and all
objects seems to float ithe air. Shadows aressential in rendering realistic images.
Furthermore, shadows provide effective information indicétiegpogional relationships,
shapes, and surface characteristics of objects. This can ptbgiddservers with a more
accurate comprehension gomplex spatial environmentdloreover, the approximate
location, intensity, shape, and size light sources can be obtained from tberrect
rendered scenes with shadows. For point and direclightibources, shadows asenply
determined by the binawisibility of the light. A point occluded bypaque objects is in
umbra; otherwise it is completefluminated. Hard shadowalgorithms deal with the
determination of in-umbra or in-lightegions. For hear andarealight sources,full
occlusion fromthe light still producesumbra regionsbut partialocclusion fromthe light
creategpenumbra regionssoft shadowalgorithms must calculatihe fraction of opaque
occlusion, not just the binary decision as for hard shadow algorithms. Aglvgeenn the
next sections, determining this fraction requinresch more computationallyexpensive

algorithms.
3.1 Hard Shadows

Ray tracing can besed for the surfacasibility calculation. To calculate shadows
in this context, aradditional ray isshotfrom the intersection point to tHeght source. If
the shadoway intersectany object along the way, the intersection point is in shadow.
The main advantage of ray tracing is that it can haraitg raytype, whethemprimary,
reflected, and refracted rays in agentical manner. Ray tracing can be extended

recursively for global illumination computation.



Crow [9] introduced the shadowolume algorithm taggenerate umbrae. A shadow
volume is defined byhe light source and an object, and is bounded Isgtaofinvisible
shadow polygonsAny point within a shadowvolume is inshadow of théight source. To
determine if a point is in shadow, weeunt thenumber of front-facing+1) and back-
facing (-1) polygons between theye andhe point. A result greater than zereans the
point is in shadow. The counter for thge itselfmust also be computed, borily once

per image.

Areasubdivisionshadow detection [10][11] is based on a two-gadden surface
algorithm. The first pass computesiarage fromthe view point of thelight source. All
surfaces are then divided intltminatedand in shadow. The second paggliesvisibility
determination fronthe eye. The results ag®mbined to determinée pieces of each
visible part of apolygon and the scene is scan-converted.sibegecomplexity depends
on thespatial complexity othe scene with respect to thght sources. A robustlipping

algorithm is required for dealing with concave polygons and polygons with holes.

The last hard shadow algorithm discussed hetteeishadownap method12]. It
will be adapted later foour approach for hear light shadowing calculation.usesimage
-precision calculations andupportsprimitives other thanpolygons. While a Z-buffer
depth map stores the distances to the viewetdt@rminingthe surfacevisibility problem,
the shadownapstores thalistances with respect to thght for determining if a point is
visible from the light source. Once computedetermining if a point is in shadow or not
requires to identify the shadow mppel it projects tcand compare thstoreddistance to
the distance othis point tothe light. It can however havaliasing problemslue to

discretized map cells and the orientation of shadow map.
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3.2 Soft Shadows

Soft shadowalgorithms must determirt@e visible part of thelight from the point
to shade. For iear lightsources, thdight clipping algorithmmust construct driangle
with the two end-points of the light and the point where illumination is being calculated. It
then musttest each object to check whether it intersects the triangle. dbés, the
coordinates of the intersection points are projected onrbarliight. The occludedart
of thelight is removed. Although this algorithiyields exactlight segmentsthe cost can
be significant as mangbjects have to beestedwith respect to th@lane supporting the
light triangle. Nishita et a[.7] preprocess the scenkhey project the contours of @xts
as planes from both end-points of the light. This way, two shadow polygons are generated.
Then, their algorithm computdke corresponding convexull. If a point is irside the
convex hull, light clipping determinghe visible parts of thelight by projecting only the
polygons associated with this convaxl. Its cost ishigh whenthe scene isomplex and
when the objects are rugged, because each objgotves generating convebwlls of

every other object.

Spacesubdivisions carreduce thenumber of objects subject to liglatipping.
Poulin and AmanatideR?] used 3-Dscan conversion of voxels. They alsoposed a
linear light buffer schemehere acylindrical buffer isoriented along therear light. The
3-D space isplit into sectors (Figures). In bothcases, dist of object candidates to
occlusion isstored within each spatial elemenfanaka and Takahasifi3] used a
shadowing algorithm for iear lightsources based aylindrical buffer. Besidesectors,
theband which is a subspabeunded by a pair dlapsrotating in theplan withthelinear
light source is used teubdividethe spaceagain. (Figure 7p5ectorsand bandgogether

segment 3-D space into many subspaces called sections. Each cell of the buffer stores a list

11



of objects thatlie within or intersect the section mapped to tedl. To compute the
shadow of a point, we must firBid its correspondingell. All the objectsstored in that
cell are candidate objects to occlude the pdiivie bounding-volumes formulas are
applied tothose objects to reduce thember of candidates. To optimit&r polygons,
they are subdivided into trapezia and trianglesit by a cylindrical scan-conversion
algorithm before thewre stored in théuffer. (Figure 8) This speeds tige computation
of light clipping. The overall improvement makeke techniqueachieveover 10times
faster than the riear light buffer algorithm. Thimmethod can also be adaptedhandle

curved objects.
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4: A New Approach for Computing the Shadows from

Linear Light Sources

4.1 Review

In this section, we present techniques based on shadow me@spate shadows
of extended lighsources. Shadowap has always been a powerful rendering technique
for computing shadows from point and directioligit sources. A shadowap is like an
image of the scene, but viewed from the light source instead of from the viewer. The depth
of the first visible point is stored atachpixel of the shadow map. Whether a point is
illuminated or not is decided by comparing its distance tdighesource with thevalue in
the same directiorkept in the shadownap pixel. Ifthe value inthe shadowmap is
smaller,there is at least one objdging between the point and thight source, therefore
this point is in shadow. lfhe two valuesare equal, the point is then on thrst object
which thelight ray meets in this directiothus it isilluminated. Shadowmap is an image-
precision algorithm, and it can generate shadowsafor object that can be scan-
converted,including curved surfaces. Moreover, the computatione is linear in the
number of pixels itheimageproducedMemory required for shadomaps is known and
fixed. Construction of shadow maps is similar to visibility determination immage
without the extra computation required by shadings, reflections, and refractions. Access to
shadow maps isonstant forany 3-D point. However, it is prone to theamealiasing
problems as image-precision algorithms and memexgyired by each shadow map can be

large if fine resolution is needed to reduce aliasing.

Shapiro and Badlef14] use many point light sources distributedandomly or

evenly to approximate linear light sources. In their algorithm, a sufficient number of points
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should be generated so that the addition of one more point setloé point sourcewill

not significantly affect the shading. The amount dfght reaching anypoint in the
penumbra region corresponds to the addition of the contributialsvigible point lights.

Certain restrictions exist othe choice of objects that can Iseccessfullyrendered.
Objects must be a union of convex, closed polyhedral pieces. Polygon faces must be

consistently ordered. This algorithm requires considerable amount of time and space.

Chen andwilliams [15] apply their view interpolation technique shadowmaps
in order to generate soft shadows foehr lightsources. A shadowap iscomputedirst
for each of thewo end-points of théight sourceusing a conventional rendering method.
The shadow mafor an in-between point on the linear source is interpolated the two
end-points shadow maps using a morphmgthod. Then the standard shadow map
algorithm mentioned before is used to computevigibility for in-betweerlight positions.
The process is repeated to generate more in-between paiits desired interval is
reached. The resulting shadawagesare combined tocreate the soft shadows for the

linear light source.

Hole problem arises when an objectinsisible from the two end-points, but
becomesvisible from an in-between point. The shadows of such objactsmissed
because the only available information can be derived only frotwthehadow map. One
way to solve this problem is wese mitiple computed (notnterpolated) shadow maps to
reduce the lost of information, but at mcreased space and timest.Max and Ohsaki
[16] present a method for reconstructing iamage fromprecomputedZ-buffer views.
They store mitiple Z levels ateach pixel, allowing hiddeobjects to be reconstructed

from even a single view. This solves in part most of the hole problems.
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Like the Z-buffer visible-surface algorithm, the shadow map algorithm is prone to
aliasing; therefore, percentage closer filtering [17] is used to antialias the shadows for each
image and to create soft shadow boundaries that resemble penumbrae. This is based on the
fact that for an extenddujht source, a point to shade should projetto aregion of the
shadow magprather than a singlpixel. The technique also reverses theler of the
filtering and comparisosteps in texturenap filteringbut applied tothe shadow map. The
Z-values ofthe shadownapacross the entire region diest compared againshe depth
of the surfacébeingrendered.This simpletransformation converts the deptrap under
the region into a binary mawhich isthen filtered to giveéhe proportion of the region in
shadow. The resulting shadowave soft antialised edg. Howeverthis algorithmdoes
not computeexact penumbrae. Aexample is given in Figure 9. Consider a scene with
either Object 1 or Object 2. In both cast®y havethe same projection areas in the
shadow maybut result in thesame penumbrae boundariesfdnt, thepenumbrae should
also depend on thelative distances between objects and Igghircewhich percentage

closer filtering does not consider.
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4.2 Implementation Theory

Our approach to generate shadows foedr lightsources is based on the shadow
map technique. Anultiple-level shadow map i€onstructed for each end of tlirear
light. Object information is derived by comparitige two end-point shadow maps and is
thenstored inpolygonal shadow map. During renderitige visible light segments for a
point to shade are calculattdm the objects information. Integrating o visible light

segments gives the light intensity at the point which is reflected towards the viewer.

First, agivenresolution shadow map is associated with each end-poinerfice0
andend ) of the light. The shadow maps are aligned with thesli lightsource.They are
numbered ashadowmap Oandshadowmap 1 (Figurel0) Instead otising astandard 2-

D floating point array athe data structure of the shadovapnit is augmented by lak

list in each cell. Each cell stores the visibility information for a direction from its end of the
light. When a ray ishotfrom the end-point of théght sourceall intersection points with
objects are kept in deptirder in the correspondingell. (Figurell) The reason to use
multiple-levelshadow maps is to kegll information of objectsvhich are hidden behind

other objects and thus reduce the hole problem.

Because théwo shadow maps have identical resolutions and orientations, two
rows with same inderefer to thesame shadow map scan-lifderefore, they also refer
to the same 3-D plane. The shadow maps are aligned with the linear light source; each row
in the shadownaps is also aligned witie light source. If a ell hasn elements and the
next cell in thesamerow hasn+1 elements, this meartbe ray from the light source
through the next cell directidmas at least one more intersection point with some object.
The next ell is defined as aantering critical pointbecause it is thérst intersectingecell

with some object. If a cell hasr1 elements and the next cell in the same rownhas
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elements, this mearthe ray from the light source through theet direction does not
intersect with some object any more. The cell is definede@avang critical pointbecause
it is the last intersecting cell with some objeédtan-lines gaoward thesame direction as
the shadownap column index increaseRhe polygonal shadow mais formed by a 1-D
array which contains asanyelements athe number of rows irthe shadow maps. Each

row contains a link list of all entering and leaving critical points. (Figure 12)

Since polygonal shadow maase derivedrom shadow maps, rows withe same
indices alsaefer to thesame scan-line position. Taompute the correatsibility for the
light, we create thdollowing construction. Dravtwo parallel lines perpendicularly to the
light. Thesetwo lines havethe same resolution in columns thdahe scan-lines they
represent . Draw the depth value of each column along the vertical axis. This creates a 3-D
coordinatesystem withtwo planar discontinuous curves representimg depthchanges
along the same scan-line in the two shadow maps. (Figure 13). For each point appearing in
both shadow maps, we can connect its two 3-D positions in our construction. This forms a
discontinuous ruled surface. The discontinuiiesur at thecritical points; their segments
are callectritical lines. For a positiorP in the scene, we musind its positions in shadow
map 0 and shadow map 1 arwhnect théwo positions. IfP’s line intersectany critical
lines, this meanthe visibility of the light source as seefnom pointP changes at those

intersection points.

An example to calculatihe pointPa on thelight where thisvisibility changes is
given in Figurel4. Let {, a0) be the position of the enterirgitical point A in shadow
map 0 andi( al) be the corresponding position @itical point A in shadow map 1.
(i, pO) denotes the position of point P in shadmap 0 andi( pl) denotes its position in
shadow map 1. Th@-D parallel projetion along the depth of Figure l3ttom is

redrawn at Figure 14 bottom with a 90 degree rotation. Criticalilir®)c(i, al) and line
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(i, pO-(i, pl) intersect ati( a’). If there were a shadownap atPa, then the
corresponding position for enteriegtical point A would be ati{a’). Pa can be derived
by similar triangle as a ration such that :

a0- p0 O

pO)+ ( pt- al)

[l
Pa= end & Vector (end O,endm&ao_

The first visible light segment is froend Oto Pa. The second intersectidtb with
critical line B can be derived witthe samemethod.Pb to end 1is the secondisible light
segment from poinP. To compute the propeshading, we then simply integrétee two

visible segments to obtain diffuse and specular intensity for Point
4.3 An Example

Anotherexample isnow given to illustrate irmore detailed the algorithm. (Figure
15) A linear lightsource, driangle (blocker), and plane on whictthe shadow W be
castform the 3-D scene. First, we constrstiadowmap Ofor end Oandshadowmap 1
for end 1 We thenfind all critical pointsfor the two polygonal shadow mapRow i has
an entering critical point at, (j0) and aleaving criticalpoint at {, kO) in shadow map O,

and a entering critical point at {1) and a leaving critical point at k1) in shadow map 1.

To simplify the situation, representative poirgs b, ¢, d,and e located on the
planearealigned withthe light source.Their respective positions are atd0), (i, b0), (,
c0), (i, d0) and (, €0 in shadow map 0 and, @1), (i, b1, (i, cl), (i, d1) and {, €1) in

shadow map 1.

We compute their corresponding positions in thve shadow maps and connect

each pair of points (i.@0-al, b0-bl c0-c], dO-d1 and e0-e) in the polygonal shadow
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map. (Figure 16) Let us look at the segment with respect terittoal lines, &0-al) does
not intersectany critical line as it idocated before the enteringritical line (0-j1).
Therefore, point a iwisible from both end-points of thdight. (b0-bl) intersects the
entering critical line j0-j1) at pointjb. It meansthere exists a positioR on the light
source forwhich point b is mapped toi{ jb) in R's shadow map andr which pointb is
on the entering boundary of the shadow. Thereforejghesegment fronend Oto R is

visible at point b (penumbraR is calculated as :

[ bO- jO
Position R= end & Vector(endO, endd[&bo_ jO)+(Jj1— b1)

L
L
L

(c0-cJ) has no intersection point withetwo critical lines as it idocated after the
entering critical linej0-j1) and before théeaving critical line KO-k1).Therefore, point is
completely in shadow (umbra). The segmedtdl intersects the leaving critical linkQ-
k1) at pointkd. This meanshere is a positioQ on thelight source forwhich pointd is
mapped to i( kd) in Q's shadow map and poindtis on theleaving boundary of the
shadow. Therefore, tHght segment fronQ to end 1is visible topoint d (penumbra).
And Q is obtained by :

Position @= end @ Vector(endO enddtgt do- kO E
’ d0- k0)+ ( k1~ d1]

(e0-el) does not intersect any critical line so it is illuminated by the entire linear light.

4.4 Algorithm

The algorithm to compute the shadows is described as follows:
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Step 1. Les be a 3-D point in the scene. Find the positios infshadowmap Q denote it

by (i, sO. Similarly, findthe position ofs in shadowmap 1 denote it byi( s1). Shadow

maps 0 and 1 includal objects here, that is they contaitis of intersection points for

each pixel. Ifany ofi, sO andsl exceeds the range of the shadow mapsilltmeination

must be computed with another technique such as shooting random rays towards the linear
light.

Step 2.Calculate thenumbemO of critical points with index values smalligransOin row
i of polygonal shadow map 0. Calculéite numbern1 of critical points with index values
smallerthanslin rowi of polygonal shadow map In@-n1) corresponds to theumber
of intersection points betweersO-s) and all critical lines inrow i of the polygonal

shadow maps.

Step 3. If the lineq0-s) intersects theritical line (, jO)-(i, j1) atjs, thelight position

wheres is mapped toi(js) is computed as:

sO- jO C
jO)+(j1- s1

[
end O+ Vector(endoO, endX)Etso_

Step 4.Pairall light positions found irStep 3. Thevisible segments of théght are the

segments after a leaving critical point and/or before an entering critical point.
Step 5. Integrate all the visible light segments to obtain the diffuse and specular intensity.
As the scene becomes more complicated, critical points ibwtbeshadowmaps

might have differenbrders. Atthis moment, care must be taken to properly thaarlight

positions found in Step 3. Figure 17 shows such an example.
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4.5 Evaluation

The resolution of the shadowaps influenceshe resulting image and the
performance very much. In this experiment,3(@l Indigo 2 is used. (Thdetailsare 1
150 MHz IP22 Processor, FPU: MIPS R4010, CPU: MIPS R4y memory size: 64
Mbytes) For a 256*256 (pixels) image, when the resolution of the shadow map is less than
200*200, thealiasing problemsire obvious. Eacklement inthe shadownaps has three
fields: one double value to keep the distance to the light end, three double vakmsdo
the intersection point coordinate, and a pointer to point to thesteaxent. These add up
to 40 bytes.For a 500*500 resolution shadowap) if each ell has more than one
element, it requires at least 10 Mbytes. A linear |gircehastwo such shadow maps.

Therefore, this technique requires a lot of memory when a high resolution is used.

The time in seconds t@onstruct the various shadomaps with different
resolutions are shown fable 1.Two 256*256 sample imageare used here. (Figure 18)
The obvious advantage is the rendetiinge is independent frorthe scenecomplexity.
Figure 18(b) shows a multiple levels scene. The kghitrce is noaligned withthe objects
in Figure19(a). Theplanesareslant in Figure (b). Figur&9(c) is a case where the order
of some critical points are crossed as explained in Figure 17. Figure 19(d) presents another

example.
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The first image

resolution| shadowmapQ shadowmapl polygonal §. m. renderipng
100 1.18 1.24 <0.0.1 18.00
200 4.98 4.96 0.03 17.26
300 11.14 11.33 0.06 18.52
400 19.99 21.16 0.12 19.11
500 31.58 33.82 0.17 19.23
The second image
resolution| shadowmapQ shadowmapl polygonal 5. m. renderipng
100 1.28 1.34 0.01 17.93
200 5.47 5.59 0.04 18.09
300 12.39 12.54 0.07 17.24
400 22.18 23.14 0.12 18.23
500 34.84 37.08 0.19 19.45

Table 1. The time costs for two sample images (in seconds)
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5: Discussion

There is a tradeoff between time, space, and accuracy. The computational time and
required memory for constructing the shadowaps and polygonal shadow maps are
proportional to their resolutiong\liasing problems arise whethe shadowmaps have
insufficient resolutions. However, after the shadomaps have beenonstructed, the
rendering time of shadows isiéiar inthe resolution of thémage and independent from
the sceneomplexity.Moreover, thaendering time is less thahe light buffer algorithm.

Table 2 shows thahe renderingime with a polygonashadow map algorithm igbout
68% of therendering time othe light buffer algorithm.The resolution of théght buffer

has 36 sections.

Image Size| Polygonal shadow map Linear light buffer
100*100 2.6 3.06
200*200 9.95 11.7
300*300 22.48 26.4
400*400 40.18 49.39
500*500 68.45 77.72
1000*1000 248.87 292.31

Table 2: The rendering time of two algorithms (The second image of Figure 17)

The shadow mamemory requirement can beduced greatly by storingnly the
distance value in each element. The intersection poimtdinate could be recomputed on
demand fromthe distance and shadawap indexvectors. Besides, the distancalue
could be saved as integer like for Z-buff€his canreduce thesize from currently 40

bytes per shadow map element down to 4 bytes.
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There are som@roblems resulting fronthe resolution andampling problem.
Although two shadow maps havthe same resolutionfwo scan-linesmay still have
differences. Becausdl critical pointsare found bysampling sahe pogional difference
may cause some edges or corners of objects to appear in one Shnagtwt not in the
other. This brings up problems in matching information wb@mstructing thgolygonal
shadow map. Moreovedeterminingthe best resolution for the shadavap is still based
on trial-and-error experiment. Tlgpality resulting with a givemesolution caronly be
known after the renderingVorst, even though agiven resolution wouldgive good

results, another higher resolution may show other artifacts.

Resolution angampling problenalso affecthow closetwo intersection points can
be considered as identical. A largeror range should be allowed at a lower resolution.
There arestill some other limitations. With this technique, non-polygonal objects are
allowedbut curved surfaces cannot be renderetieiVa surface with largeurvature is
rendered, rays withthe samerow indices fromthe light ends hardly havéhe same
intersection points. If there are m@mmon critical pointsthe polygonal shadow map
cannot be derived. (Figur20) Thereforethis techniquedoes notapply. Thepossible
solution to render curved surfaces isctimbine view interpolation techniqii&8]. When
a very long linear lighsource is used, thtevo end shadow mapsay not seeall the same

objects. In this case, our technique does not apply.

Comparing to view interpolation, this techniquees anultiple-levelshadow map
data structureThis avoidsthe problems with holeshut consume more space atite.
Rays fromthe light source Wl stoponly when they dmot intersectany more objects. All
intersection points along theay are recorded in shadow maps. No object is therefore

missed. This technique solves the hole problem. An example is shown in Figure 21.
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Scan-line algorithni18] [19] [20] [21] offers an attractive alternative bmprove
this technique. We caconstructeachrow in thetwo shadow maps usintipe scan-line
algorithm so p critical points can be derived accurately because scammeasot
discretized along the line directiomhis will greatly reduce thesampling problem.
Furthermore, theame rows inwo shadow maps should Ibeilt simultaneously to obtain
the polygonal shadow map. Mén enough information i&ept in thepolygonal shadow
map, shadow mapare notneededany more. This will reduce thanemory requirement

tremendously.

Overall speaking, this polygonsthadow map technique has a potential to generate
accurate soft shadow§fieiently. Especially, insome applications such #g background
of the animation where the shadow maps only need to be computed once before rendering.
Only the moving objects in a 3-Dscene need to be recomputed in each shadow map
(assuming fixed lighsources). However, theonventional method touild the shadow
maps should be improved tget correctand more accurate informatioscan-line

algorithm can be expected to be the key of improvement.
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